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Outline

Based on the simulation setup of 
Abel, Wise, & Bryan (2007), The HII Region of a Primordial Star

• Introduction to unigrid cosmology simulations

• Introduction to nested grid cosmology simulations

• Using different non-equilibrium chemistry models

• Including Population III star formation and feedback
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Unigrid Initial Conditions

• Two programs are provided to generate cosmology initial conditions: inits 
(src/inits) or mpgrafic (src/mpgrafic)

• This tutorial will cover how to set up initial conditions with mpgrafic.

• 7 initial condition files in HDF5 file format

• Baryon Density: 1 x N x N x N

• (x,y,z) Baryon Velocity: 1 x N x N x N

• (x,y,z) Particle Velocity: 1 x N x N x N
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Unigrid Initial Conditions with mpgrafic

• MPI parallel version of Bertschinger’s 
grafic (Prunet et al. 2008; RAMSES)

• Adapted to write data format suitable 
for enzo (parallel HDF5)

• Calculates nested grid simulations by 
brute force

• Create the data for the entire box 
at the finest resolution, then de-
resolve the volume outside the 
nested grids.
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Unigrid Initial Conditions with mpgrafic

• Requirements:

• Parallel HDF5
./configure --enable-parallel --enable-fortran
make install

• FFTW 2.x with MPI support (float and double support)
./configure --enable-mpi --enable-type-prefix
make install
make clean
./configure --enable-mpi --enable-type-prefix \
  --enable-float
make install
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Unigrid Initial Conditions with mpgrafic
• Configure mpgrafic and degraf.  No need to make; the script will make it later.

One velocity field per file.  

If not set, 3-velocities are stored in 
one file.  Problems with HDF5 in 

>20483 datasets.
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Initial Conditions Parameters

• Cosmology Parameters: box size, Hubble constant, mass-energy fractions 
(ΩΛ, Ωm, Ωb).  Note: initial redshift will be determined automatically

• Power spectrum parameters: power spectrum type, σ8, random seed

• Using the same random seed with different grid dimensions will result in 
the same realization

• Using the same random seed with a different box size will result in a very 
similar result.

• Grid parameters: resolution

• See http://enzo-project.org/doc/user_guide/
CosmologicalInitialConditions.html#using-mpgrafic for more details
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Initial Conditions Parameters – Grid parameters

src/mpgrafic/make_ic.py
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Initial Conditions Parameters – Grid parameters

src/mpgrafic/make_ic.py
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Initial Conditions Parameters – Power spectrum 
parameters

src/mpgrafic/make_ic.py

Thursday, 17 May 12



Create the initial conditions!

• python make_ic.py
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Initial redshift

• grafic determines the initial redshift 
by the density fluctuation amplitude.  

• The default is 0.1.  

• Smaller sigma → Higher redshift.

• Tip: Don’t go to an extremely low 
amplitude.  Enzo’s gravity solver 
doesn’t work well with small 
perturbations in the particles.

• Unfortunately, it doesn’t report the 
initial redshift.
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Set up Enzo parameter file

• See run/Cosmology/Hydro/AMRCosmology/AMRCosmology.enzo

Thursday, 17 May 12



Set up Enzo parameter file

• See run/Cosmology/Hydro/AMRCosmology/AMRCosmology.enzo

with mpgrafic, must 
modify these 

parameters to be
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Run the simulation

• Move parameter file and initial conditions into the same directory

• Run enzo!
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Nested Grid Cosmology 
Simulations

aka Zoom-in calculations

1. n-Body Simulation

2. Locate region of interest, e.g. 
most massive halo

3. Generate nested grid initial 
conditions

4. Run simulation!
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n-body Simulation

• Usually run at the same resolution as the production level-0 resolution

• Create initial conditions with inits or mpgrafic

• Key parameters
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Position Mass
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Projected DM Density
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Nested Grid Initial Conditions with mpgrafic

1

Set to one when using with mpgrafic.

Moves the particle position 
calculation into enzo.

Not necessary to run ring for 
large simulations!
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make_ic.py: Parameters

2

2
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make_ic.py: Parameters
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buffer_cells = 2
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make_ic.py: Parameters

2

2
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Nested Grid Initial Conditions with mpgrafic

• python make_ic.py
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Unigrid
Smoothed DM Density Slice

1 Nested Grid
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Setting up the Nested Grid Parameter File

Nested Grid Dimensions 
and Boundaries

Should equal or be 
smaller than the finest 

nested grid
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Auto-adjusting refine 
region

• Automatically changes the 
refine region to only include 
high-resolution particles.

• Particles from low-resolution 
initial regions might dominate 
the potential in halos and cause 
artificial collapse.
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Auto-adjusting refine region

x-y x-z y-z

Displaying low-resolution particles inside refine region
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Overdensity criteria

• Very important: Must divide the baryon and DM mass refinement criteria by a 
factor of 8n, where n := maximum initial level

• e.g. Refine on an overdensity of 3 with 2 initial grids → 3.0/64 = 0.046875

• If not done, the hierarchy will remain under-resolved, compared with the 
desired results.
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Different chemistry and cooling models

• MultiSpecies == 0:  Equation of state with an adiabatic index ϒ

• RadiativeCooling == 1: Cooling from a tabulated cooling curve (copy 
input/cool_rates.in to working directory)

Non-equilibrium chemistry
• MultiSpecies == 1: 6-species (H, H+, He, He+, He++, e–)

• MultiSpecies == 2: 9-species (H, H+, He, He+, He++, e–, H–, H2, H2+); i.e. 
+molecular hydrogen cooling

• MultiSpecies == 3: 12-species (H, H+, He, He+, He++, e–, H–, H2, H2+, D, D+, 
HD); +HD cooling
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Different chemistry and cooling models

• MetalCooling == 1: Tabulated cooling table from Glover & Jappsen (2007) & 
Sutherland & Dopita (1993) – input/metal_cool.dat.  

• T < 104 K: fine-structure metal-line cooling

• T > 104 K: collisional ionization equilibrium

• MetalCooling == 2: Explicitly calculated metal cooling rates (Cen)

• MetalCooling == 3: Tabulated cooling table from CLOUDY (Smith et al. 2008)
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Let’s set up Abel, Wise, & Bryan (2007)

0.0441
0.2139

on conival:  cp -r ~guest12/AWB07/ .
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Let’s set up Abel, Wise, & Bryan (2007)

H, He, H2 non-equilibrium chemistry

Resolve local Jeans length by 16 cells

Thursday, 17 May 12



Let’s set up Abel, Wise, & Bryan (2007)

Maximum AMR level

Refine by baryon, DM, and Jeans lengths
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Let’s set up Abel, Wise, & Bryan (2007)

• Pop III star formation
• Create 100 solar mass stars
• At a 5 x 105 overdensity (plus other 

criteria), create stars

Turn on radiative transfer for hydrogen

For convenience, turn on halo finder
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2 more parameters for large nested grid runs

• i.e. >2563 nested grids

• ParallelRootGridIO = 1: Root grids are tiled before I/O, and each 
processor reads/writes their own tile

• PartitionNestedGrids = 1: Same thing as above but for nested grids
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Projected Density (10 kpc) Projected Temperature

Projected Density (300 pc)
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Projected Density (10 kpc) Projected Temperature

Projected Density (300 pc)
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Summary

You should now know how to:

• Create cosmological unigrid and nested grid initial conditions with mpgrafic.  
For more, see

• http://enzo-project.org/doc/user_guide/
CosmologicalInitialConditions.html#using-mpgrafic

• Run cosmological nested grid runs (n-Body and n-Body + gas)

• Use radiative cooling (with cooling curves) and non-equilibrium chemistry

• Use Population III star particles with ray-tracing for radiation feedback
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